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SUMMARY AND CONCLUSIONS 

/ . The temporal and spectral characteristics of neural reprcsen- 

tations of a behaviorally important species-spccilic vocalization 
were studied in neuronal populations of the primary auditory cortex 
(A I ) of barbiturate-anesthetized adult common marmosets (Cc& 
lithrix j~rc~chs ) , using both natural and synthetic vocalizations. 
The n&-al vocalizations used in clcctrophysiological experiments 
were recorded from the animals under study or from their conspe- 
cilics. These calls were frcqucntly produced in vocal cxchangcs 
between members of our marmoset colony and are part of the well- 
defined and highly stereotyped vocal repertoire of this species. 

‘2. The spectrotemporal discharge pattern of spatially distributed 
neuron populations in cortical field Al was found to be correlated 
with the spectrotemporal acoustic pattern of a complex natural 
vocalization. However, the Al discharge pattern was not a faithful 
replication of the acoustic parameters of a vocalization stimulus, 
but had been transformed into a more abstract representation than 
that in the auditory periphery. 

3. Subpopulations of Al neurons were found to respond selec- 
tively to natural vocalizations as compared with synthetic varia- 
tions that had the same spectral but different temporal characteris- 
tics. A subpopulation responding selectively to a given monkey’s 
call shared some but not all of its neuronal memberships with other 
individual-call-specific neuronal subpopulations. 

4. In the time domain, responses of individual Al units were 
phase-locked to the envelope of a portion of a complex vocaliza- 
tion, which was centered around a unit’s characteristic frequency 
(CF) . As a whole, discharges of Al neuronal populations were 
phase-locked to discrete stimulus events but not to their rapidly 
changing spectral contents. The consequence was a reduction in 
temporal complexity and an increase in cross-population response 
synchronization. 

5. In the frequency domain, major features of the stimulus spec- 
trum were reflected in rate-CF profiles. The spectral features of a 
natural call were equally or more strongly represented by a subpop- 
ulation of Al neurons that responded selectively to that call as 
compared with the entire responding Al population. 

6. Neuronal responses to a complex call were distributed very 
widely across cortical field Al. At the same time, the responses 
evoked by a vocalization scattered in discrete cortical patches were 
strongly synchronized to stimulus events and to each other. As a 
result, at any given time during the course of a vocalization, a 
coherent representation of the integrated spectrotemporal character- 
istics of a particular vocalization was present in a specific neuronal 
population. 

7. These results suggest that the representation of behavior- 
ally important and spectrotemporally complex species-specific 
vocalizations in Al is 1) temporally integrated and 2) spectrally 
distributed in nature, and that the representation is carried by 
spatially dispersed and synchronized cortical cell assemblies that 

correspond to each individual’s vocalizations in a specific and 
abstracted way. 

INTRODUCTION 

The reception of‘ cotntnunication sounds, i.e., species-spe- 
cific vocalizations, is an important aspect of the auditory 
behavior of primates, crucial for their social interactions, 
reproductive success, and survival (Altmann 1967; Andrew 
1963; Fossey 1972; Gautier and Gautier 1977; Green 1975; 
Petersen 1982; Seyfarth et al. 1980; Smith et al. 1982; Snow- 
don 1982; Struhsaker 1967; van Lawick-Goodall 1968; Win- 
ter et al. 1966). Biologically important communication 
sounds of primates and many other mammals are often com- 
plex sounds with time-varying spectral features. Understand- 
ing the neural mechanisms underlying the representations of 
vocal communication sounds in the auditory system is a 
prerequisite for understanding the neural bases of primate 
auditory perception and for understanding the neural bases of 
representing spectrotemporally complex stimuli (including 
human speech) in general. 

In analyzing the neural representations of complex sounds 
such as speech or animal vocalizations in the auditory sys- 
tem, two fundamental questions are often asked. What acous- 
tic features are represented at each stage of the auditory 
pathway? In what form? At the level of the auditory nerve 
in mammals, it has been shown that spectral and temporal 
features of speech or speechlike complex sounds are repre- 
sented by discharge patterns of fibers in the form of rate- 
place or temporal-place codes (Delgutte and Kiang 1984a- 
c; Miller and Sachs 1983; Sachs and Young 1979; Sinex 
and Geisler 1983; Young and Sachs 1979). The representa- 
tions of steady-state vowels in the auditory nerve are further 
processed at the level of the cochlear nucleus, where each 
form of the representation (rate or temporal) has been found 
to be preserved or enhanced by specific neuronal subpopula- 
tions (Blackburn and Sachs 1990). However, although we 
have a growing understanding of how simple acoustic stimuli 
engage the primary auditory cortex (Al ) (e.g., Eggermont 
199 1; Heil et al. 1992a; Imig et al. 1977; Merzenich and 
Brugge 1973; Merzenich et al. 1975; Nelken et al. 1994; 
Phillips et al. 1985; Schreiner and Mendelson 1990; 
Schreiner et al. 1992; Shamma et al. 1993a), it is virtually 
unknown how complex communication sounds are repre- 
sented at this level of the auditory system, except in the 
echolocating bat, where significant progress has been made 
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in neural representation of 
for review). 

biosonar signals (see Suga 1990 

Al plays an important role in processing speci .es- speci fiC 

vocalizations in primates (Heffner and Heffner 1986a,b). An 
understanding of neural mechanisms of encoding complex 
stimuli by Al neurons is essential for understanding repre- 
sentational schemes in other cortical areas that further inte- 
grate Al outputs as well as outputs from other cortical and 
extracortical areas. It should also shed some light on the 
significance of speci fit aspects of complex sound processing 
in the auditory brain stem. Furthermore, mechanisms respon- 
sible for representin g vocalizations are important for under- 
standing how cortical networks process spatially and tempo- 
rally distributed sensory inputs in general. The results re- 
ported here represent our initial effort directed toward 
establishing a new conceptual and experimental framework 
for studying the neuronal representation of such complex 
stimuli in the auditory forebrain. 

In studies of subcortical hearing systems, the behavioral 
relevance of an experimental stimulus has usually been ig- 
nored under the assumption that stimulus representations at 
these lower system levels are relatively static in adult ani- 
mals, not subject to significant influences of the auditory 
environment and experience. This assumption clearly does 
not hold at the cortical level. Studies of cortical plasticity, 
especially in the past decade, have shown that the functional 
structures of even the primary sensory cortical areas, the 
primary somatosensory cortex (S 1), Al, and the primary 
visual cortex (VI ), are continuously modified by an ani- 
mal’s sensory experience, e.g., in S 1 (Calford and Tweedale 
1988; Clark et al. 1988; Jenkins et al. 1990; Merzenich et 
al. 1983, 1984; Pons et al. 1991; Recanzone et al. 1992a; 
Wall et al. 1983; Wang et al. 1994; Xerri et al. 1994)) in 
Al (Rajan et al. 1993; Recanzone et al. 1992b; Robertson 
and Irvine 1989; Weinberger and Diamond 1987)) and in 
VI (Gilbert and Wiesel 1992; Kaas et al. 1990). A dynamic, 
experience-modi .fied cortex imposes an important constraint 
for experimental design: the familiarity and behavioral sig- 
nificance of stimuli must be taken into consideration. Given 
such a plastic nature of the cortex, a sound that an animal 
hears many times in its life and must continually identify 
(e.g., to recognize conspecifics or to respond by specific 
behavior) can be expected to be represented differently in Al 
than would other similarly complex but rarely encountered 
stimuli. For primates in their natural environments, species- 
specific vocalizations are among the most behaviorally im- 
portant and familiar sounds in life. In the present study we 
developed techniques to quantitatively evaluate physiologi- 
cal responses to natural vocalizations and to synthetic vocal- 
ization-like sounds. 

Over the past several decades, a number of experimental 
attempts have been made to elucidate the forms of cortical 
representations of species-specific vocalizations in Al of pri- 
mates ( see review by Newman 1988). The results of these 
studies have been mixed, with no clear or consistent picture 
emerging as to how behaviorally relevant complex sounds 
are ‘ ‘coded” or “represented’ ’ in the auditory cortex. This 
lack of success in earlier attempts may be accounted for in 
part, retrospectively, by earlier expectations on the form of 
cortical coding or representation of behaviorally important 
stimuli. For a time it was thought that primate vocalizations 
were encoded by individual “call detectors” (Newman and 

Wollberg 1973b; Winter and Funkenstein 1973). However, 
individual neurons in the auditory cortex were often found 
to respond to more than one call or to various ‘ ‘features” of 
calls (Glass and Wollberg 1979; Manley and Muller-Preuss 
1978; Newman and Wollberg 1973a,b; Winter and Fun- 
kenstein 1973; Wollberg and Newman 1972). An alternative 
strategy of encoding complex sounds is by the discharge 
patterns of distributed neuronal populations (Creutzfeldt et 
al. 1980; Pelleg-Toiba and Wollberg 1991) . There has been 
increasing evidence that distributed coding schemes operate 
in other sensory or motor cortical regions (Di Lorenzo 1989; 
Georgopoulos et al. 1989; Gochin et al. 1994; Merzenich et 
al. 1990a,b). Questions examined in this study relate to the 
representation of complex vocalization by the distributed 
populations of Al neurons and to how these distributed re- 
sponses might be linked together to serve as a basis for the 
perception of a specific vocalization in its entirety. 

Our experimental model, the common marmoset (Cal- 
lithrixjacchus), is a small, highly vocal New World monkey 
that has a well-described series of communication calls with 
dominant spectral components centered around 7-8 kHz, 
where their audiograms exhibit the lowest thresholds (Epple 
1968; Seiden 1957). Vocalizations appear to be of great 
importance in the social behavior of this species. The vocal- 
izations of adult marmosets are relatively stereotyped, but 
with dialects marking the calls of separate bands and tribes. 
The auditory fields in the marmoset are largely on the surface 
of the temporal lobe and thus can be easily accessed in 
electrophysiological recording experiments ( Aitkin and Park 
1993; Aitkin et al. 1986, 1988). Marmosets also have the 
important experimental advantage of being easily bred in 
captivity, making this species an attractive model for study- 
ing the ontogeny of their vocal repertoires and communica- 
tion behaviors. The common marmoset is therefore an excel- 
lent primate model for studying the cortical coding of com- 
munication sounds. 

In present report we focus on cortical responses to both 
natural and synthetic forms of one specific social call, desig- 
nated the twitter call (Epple 1968), which is frequently in- 
volved in marmoset vocal exchanges and has interesting 
general features that have facilitated our study of how spec- 
tral and temporal features of complex calls are represented 
in Al. In particular, the spectral and temporal characteristics 
of the cortical representation of the twitter call are examined 
in detail. 

METHODS 

Vocalization recording and synthesis 

Vocalizations from monkeys under study and their companions 
were recorded with the use of a digital tape recorder (Panasonic 
SV3700), with a sampling rate of 48 kHz and a 16-bit A-D conver- 
sion, and were transferred to a computer for editing using Sound 
Designer II software (Digidesign) . Further analysis on individual 
vocalizations was performed on computer workstations (Silicon 
Graphic). The monkeys were housed in individual cages in a small 
(N = 2-6) colony at the University of California at San Francisco. 
In the present study, we focused on a social call designated as 
“twitter” (Epple 1968; see Fig. 1A). Twitter calls were frequently 
and loudly vocalized by marmoset monkeys in our colony and 
were a common element of vocal exchanges between marmoset 
pairs. An example of twitter calls recorded as part of a vocal 
exchange between a pair of marmosets is shown in Fig. 1 D. Twitter 
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FIG. 1. A : example of a typical twitter call vocalized by an adult marmoset monkey in our colony. Both the waveform 
(top) and the spectrogram (bottom) of the call are shown. Eight call phrases are clearly visible in this call. Arrow: 2nd 
phrase. B: magnitude spectrum of the 2nd phrase of the twitter call shown in A. The spectrum has a maximum at -7-S 
kHz, typical of twitter calls recorded in our colony. C: audiogram of the common marmosets averaged from 5 animals 
(adopted from Seiden 1957). The lowest threshold is within a frequency range where twitter and other types of marmoset 
calls have the strongest energy. D: real-time recording of a vocal exchange between a pair of marmosets (1 male, 1 female), 
shown in the form of spectrogram. This typical vocal exchange, recorded while 2 marmosets were housed in separate cages 
in a room isolated from other marmosets and had no visual contact from each other, involved both twitter and other types 
of calls. E: distribution of the frequency at the spectral maximum of the 2nd call phrase for 41 twitter calls vocalized by a 
representative marmoset. The mean and SD of the spectral maximum frequency are 7.61 and 0.3 1 kHz, respectively. F: 
distribution of the vocalization phrase frequency (h) for the same group of twitter calls shown in E (mean, 7.16 Hz; SD, 
0.48 Hz). 

The intervals between each phrase in a twitter call are relatively 
constant, with small variations. For the second and subsequent call 
phrases, the maximum of the spectrum is usually located at 7-8 
kHz (Fig. 1B). In this frequency region, the audiogram of the 
marmoset has the lowest threshold (Seiden 1957; see Fig. 1C). 
An example of the distribution of the frequency at the spectral 
maximum from 41 twitter calls vocalized by one marmoset is 
given in Fig. 1E. The call’s envelope, obtained using the Hilbert 
transform (Oppenheim and Schafer 1975)) exhibited a local maxi- 
mum reflecting the repetition frequency of call phrases in its spec- 
trum. The frequency at this maximum is defined as the vocalization 

calls vocalized by an individual marmoset arc highly stcrcotypcd 
and have stable spectral features. 

A typical twitter call consists of seven to nine phrases. By the 
word “phrase” (or event), we refer to a portion in a twitter call 
where acoustic energy clusters in time and is separated from other 
energy clusters of the call. The first phrase usually starts at a higher 
frequency than the subsequent ones. Each phrase is made of two 
to three frequency modulation (FM) sweeps at different frequen- 
cies. Each FM sweep within a phrase typically consists of two 
segments (see Fig. 3 F for an enlarged view). The sweeping rates 
and shapes of these segments are different from animal to animal. 
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phrase frequency (f”) . Twitter calls vocalized by marmosets in our 
colony typically havef, values of 6-9 Hz. Twitter calls vocalized 
by each marmoset have a stablef, value. A representative distribu- 
tion off, measured from 41 twitter calls produced by one marmoset 
is shown in Fig. 1 F. Twitter calls produced by different marmosets 
have the same spectrotemporal pattern but differ considerably in 
their idiosyncratic details. 

A basic approach used to define response selectivity for call 
features was to parameterize calls in either the temporal or spectral 
domain. In this report we focus on manipulations in the temporal 
domain. Time-compressed or expanded calls were synthesized us- 
ing the “phase vocoder” technique (Flanagan and Golden 1966), 
which allows the independent manipulation of signals in the time 
or frequency domain. The signal is modeled as a sum of sine 
‘waves with time-varying amplitudes and phases, as determined by 
a succession of overlapping short-time Fourier transforms (time 
window: 5.33 ms, 99.2% overlap). Variations of the original signal 
with altered spectral or temporal structure can be synthesized by 
summing sine waves with changed frequencies or amplitudes as a 
function of time. A sound analysis-synthesis software (SoundView, 
Peabody Computer Music Department, Johns Hopkins University) 
was used to generate synthetic vocalizations. In addition, time- 
reversed calls were generated by reversing a natural call in the 
time domain, i.e., playing the call backward. 

A set of such parameterized stimuli was synthesized for each 
individual marmoset’s vocalizations. Examples of temporally pa- 
rameterized calls are shown in Fig. 2. The stimuli used included 
natural calls and a series of time-compressed, expanded, and re- 
versed calls associated with each natural call. The series also in- 
cluded a call synthesized without altering temporal or spectral 
parameters that was used as the control stimulus for our stimulus 
synthesis procedure. Time-compressed or expanded calls have 
higher or lower ,fV values, respectively, inversely proportional to 
the temporal alteration ratio, whereas the,f” of a time-reversed call 
is identical to that of a natural call. When a twitter call is com- 
pressed (expanded), the interphrase intervals are shortened (elon- 
gated) and the sweeping rates of FM segments within each phrase 
become faster (slower). 

Surgical preparation 

Adult marmoset monkeys were initially anesthetized with a mix- 
ture of 3% halothane-2.5% oxygen-72% nitrous oxide to induce a 
surgical level of anesthesia. An intravenous cannula was introduced 
into the brachial vein, and anesthesia was maintained throughout 
the experiment by intravenous injections of pentobarbital sodium 
diluted in lactated Ringer solution ( 15) as needed. Lactated Ringer 
solution with 5% dextrose was also continuously infused (2-5 ml/ 
h) to maintain body hydration. Atropine sulfate (0.1 mg per 12 
h) and penicillin-G (30,000 U per 24 h) were administered intra- 
muscularly. Core temperature was monitored with a rectal probe 
and maintained at -38°C. Heart and respiration rate were also 
monitored. 

All recordings reported here were made from left hemispheres. 
To expose Al, the monkey was placed in a head holder. The lateral 
skull was exposed via a large skin flap, the left temporalis muscle 
was retracted, and the dorsoposterior aspect of the temporal lobe 
was then exposed via a wide craniotomy. The dura was resected 
to directly expose the Al zone of the auditory cortex, which was 
maintained under a layer of viscous silicone oil. A magnified video 
image of the Al zone was captured with a video camera (Cohu) 
and stored in a computer for use in positioning microelectrode 
penetrations relative to the cortical surface microvasculature. 

Stimulus generation and delivery 

All experiments were conducted in a double-walled soundproof 
room (IAC). Auditory stimuli were presented through a STAX- 

B Natural (Ml 02) 

D Reversed 
24- 

Time (second) 
FIG. 2. Examples of a natural twitter call and its temporally altered 

variations (see METHODS). B: waveform and spectrogram of the natural 
twitter call. A and C: spectrograms of a compressed (75%) and an expanded 
( 125%) version of this natural call (plotted up to 1.5 s), respectively. D: 
spectrogram of the time-reversed call. All spectrograms were computed 
using the same analvsis uarameters (time window, 5.33 ms; 90% overlap). 
Notethat the tempo;ally’altered calls (A, C, and D) have the same spectral 
contents as does the natural call, but differ in their temporal characteristics. 
& value (Hz) computed for each call is shown on individual panels. 

54 headphone enclosed in a small chamber that was connected via 
a sealed tube into the external acoustic meatus of the contralateral 
ear (Sokolich, US Patent 4251686; 1981). The sound delivery 
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system was calibrated with a sound meter (Bruel and Kjaer 2209) 
and waveform analyzer (General Radio 1521 -B ) . The frequency 
response of the system was nearly flat (within t6 dB ) up to 14 
kHz, which spanned the frequency range for the main stimulus 
components of the twitter call. Above 14 kHz, the output rolled 
off at a rate of 10 dB/octave. 

Experimental stimuli included 1) short tone bursts used to derive 
frequency-intensity response areas and 2) natural and parameter- 
ized synthetic vocalizations. Tone pips (duration 50 ms, onset time 
3 ms, interstimulus interval 400- 1,000 ms) were generated by a 
microprocessor (TMS32010, 16-bit D-A converter at 120 kHz). 
We used tonal stimuli to produce a complete frequency response 
area for each recorded unit by randomly presenting 675 tone bursts 
at different frequencies and intensities, which included 15 intensity 
levels in 5-dB steps and 45 frequencies in a 2- to 4-octave range 
(dependent on the estimated tuning curve width) centered around 
the estimated unit characteristic frequency (CF) (Schreiner and 
Mendelson 1990). 

Vocalization stimuli were stored on the hard disk of a computer 
and delivered via a sound processing interface (Audiomedia II, 
Digidesign). They were presented to animals at various sound 
intensities (20, 40, and 60 dB SPL) set by a passive attenuator. 
The duration of natural and synthetic vocalizations ranged from 
-0.5 to 2 s. Each vocalization stimulus was presented 10 times at 
each stimulus level, with an interstimulus interval of 2-3 s. Be- 
cause the main objective of these experiments was to sample from 
as many cortical sites as possible in each animal, not every sound 
level was tested at each recording site because of the time limit. 
Complete data sets were obtained at 60 dB SPL for all recording 
sites in every animal. Vocalization stimuli were also applied at 
other sounds levels for a subset of sampled cortical sites. In some 
experiments, more than one natural twitter call and the variations 
were studied at each sampled site. 

Recording procedure 

Parylene-coated tungsten microelectrodes (Microprobe) with 
impedances of l-2 MQ at 1 kHz were used to record neuronal 
discharges from the Al sector that covered a CF domain ( l-2 
octaves wide) representing the frequency range of the major spec- 
tral components of twitter calls. As in other primates (e.g., Imig 
et al. 1977; Merzenich and Brugge 1973), the marmoset’s Al is 
tonotopically organized (Aitkin et al. 1986). In general, more than 
two thirds of the relevant Al zone was exposed on the lateral 
cortical surface of the temporal lobe in these monkeys. Most elec- 
trode penetrations were made in this portion of Al. An electrode 
was introduced into the cortex perpendicular to the cortical surface 
by use of a hydraulic microdrive. Neuronal activities of single or 
small groups of neurons (multiunits) were recorded in depths rang- 
ing from 700 to 900 pm, corresponding to cortical layers III and 
IV, and were isolated from background noise by an on-line window 
discriminator (BAK DIS-1) ; spike times were recorded by a data 
acquisition computer (PDP 11/73). A part of Al extended into 
the lateral (sylvian) fissure. To record from this Al sector, deep 
penetrations were introduced and responses recorded in the middle 
layers of the ventral bank of the lateral sulcus, with responses 
sampled at lOO- to 200~pm intervals. Tracks of the electrode pene- 
trations were confirmed by subsequent histology and used to extend 
the reconstruction of response maps into this Al sector. In each 
animal we sampled unit responses from 35- 140 cortical sites. In 
some experiments simultaneous recordings were made from a pair 
of microelectrodes. In that case each electrode was independently 
advanced into the cortex by use of two separate hydraulic micro- 
drives. 

Data analysis 

Results presented here are based on the data recorded from 
seven adult marmosets. Unless specified, all vocalization responses 

reported in this paper were obtained at a sound level of 60 dB 
SPL. The analysis for this report was performed in both the spectral 
and the temporal domains and included the following procedures. 

1) A frequency response area to tone pips was reconstructed for 
units recorded at all sampled sites (Schreiner and Mendelson 
1990). Basic parameters of tuning characteristics were objectively 
derived from this frequency response area (CF, threshold, tuning 
bandwidth, maximum discharge rate, etc.). 

2) Temporal properties of the responses to vocalization stimuli 
were analyzed in the form of poststimulus histograms (PSTHs), 
which were further subject to spectral analysis. f v  was computed 
for each vocalization stimulus. The amplitude of the spectral com- 
ponent of the response atf”, obtained from the spectrum of a PSTH 
computed using a discrete Fourier transform, was used as a measure 
to quantify stimulus-following responses and is referred to as the 
“synchronized discharge rate’ ’ or R,. The R, measure used here 
is similar to a “vector strength” measure (e.g., Goldberg and 
Brown 1969; Kim and Molnar 1979) except that the latter is nor- 
malized by the average discharge rate of the histogram. Therefore 
R, (in spikes/s ) measures a portion of the total discharges that are 
synchronized to the repetitive events in a vocalization stimulus. 
To assure that our R, measure was not significantly affected by 
small variations in inter-phrase intervals of a call, we also tested in 
some samples a second measure that summed the number of spikes 
within a narrow time window after the onset of each call phrase. 
This alternative measure of stimulus-following response gave simi- 
lar results to those obtained with the use of the R, measure (data 
not shown). Because R, was more convenient to compute, it was 
used in this report. 

3) Time-varying and spectrally distributed cortical responses 
evoked by complex vocalization stimuli were reconstructed in 
three-dimensional graphs to form spectrotemporal discharge pat- 
terns in which discharges from all sampled cortical units were 
aligned along one axis according to their CF, and along another 
axis of time. The spectral properties of responses were further 
quantified by profiles of discharge rate versus unit CF, computed 
over variable time windows. 

4) To evaluate the selective effectiveness of a natural call for 
driving Al neurons, the response to a natural call was compared 
with those to other parameterized synthetic variations. Two types 
of “selectivity’ ’ were defined. 1) Units were called type F (for 
“forward selective” ) neurons if they responded more strongly 
(measured by R,) to a natural call (forward) than to its time- 
reversed variation (backward). Units that did not meet type F 
criterion were called F- (for non-type F). The entire sample was 
divided into F type and F- types. 2) Units were called type S (for 
“selective to time course” ) neurons if they responded with a 
greater R, to a natural call than to all other time-compressed, ex- 
panded, and reversed variations. The type S units were thus a 
subset of type F units. 

RESULTS 

Spectrotemporal discharge patterns 

An important observation of the present study is that the 
spectrotemporal neuronal discharge pattern of Al units was 
correlated with the spectrotemporal acoustic pattern of a 
twitter call. Al units usually responded to a vocalization 
with a discharge rate above the background firing rate if the 
stimulus’ spectrum extended into a unit’s excitatory re- 
ceptive field. Figure 3A displays two representative PSTHs 
from a high-CF unit ( 11.4 kHz) and a low-CF unit (7.0 
kHz). The low-CF unit (Fig. 3A, bottom) did not respond 
to the first call phrase, which had no energy below - 10.5 
kHz. This unit had strong responses to phrases 2-5. The 
high-CF unit (Fig. 3A, top), on the other hand, responded 
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FIG. 3. Comparison between the spectrotemporal acoustic pattern of a twitter call and the corresponding spectrotemporal 
discharge pattern recorded in the primary auditory cortex (Al ) of 2 marmosets. This call was vocalized by a male marmoset 
(M346) housed with a female marmoset (M403) in separate cages in a room isolated from other marmosets. Cortical 
responses to the same twitter call were recorded from Al of both the male and female marmoset in 2 separate experiments. 
A : poststimulus histograms (PSTHs) of a high-characteristic-frequency (CF) unit (top: unit M403-U4, CF 11.4 kHz) and a 
low-CF unit (bottom: unit M346-Ull, CF 7.0 kHz) in response to the twitter call presented at 60 dB SPL. The positions of 
the CFs of these 2 units, relative to the spectrogram of the call, are marked by the 2 horizontal arrows on the right side of 
D. B: CF distribution of the cortical units (N = 100) recorded in 2 experiments, in the form of cumulative percentages. The 
frequency range of major stimulus components in this twitter call was extensively and relatively evenly sampled. The 
responses of these units to the male marmoset’s twitter call are shown in C and E. C: population responses to the male 
marmoset’s twitter call. Discharges as they occurred in time (abscissa) from individual cortical units, computed in PSTHs, 
are aligned according to their objectively defined CF (ordinate). This plot was made using a graphic software (Spyglass) 

with interpolation between neighboring elements. The gray level in the plot is proportional to the number of spikes in each 
bin (binwidth = 2.0 ms). The sound level was 60 dB SPL. D: spectrogram of the male marmoset’s twitter call used to 
produce the neural responses shown in A, C, and E is shown with the same frequency and time scales as in C. Vertical 
arrow: 2nd call phrase. The 2 horizontal arrows at right mark CFs of the 2 units shown in A. E: expanded view of cortical 

responses to the 2nd phrase of the twitter call shown in D. Responses of the same group of cortical units shown in C are 
included, but displayed in the form of dot roster. Each recorded spike occurrence within the time period shown ( 150-230 
ms) is marked as a dot. Spike times from 10 repetitions are aligned on this figure along 10 lines centered at the CF of the 
unit, shifted by 10 Hz for each repetition (i.e., positioned from CF - 50 Hz to CF + 40 Hz in lo-Hz steps). F: expanded 
view of the spectrogram of the 2nd call phrase, with a time mark indicated by a vertical arrow as in D. 

strongly to the first phrase and more weakly to phrases 3- 
5 than did the low-CF unit, the latter a consequence of the 
weaker stimulus energy in the frequency range around its 
CF. The frequency sensitivity of Al units that gives rise to 
underlying tonotopic organization in this cortical area pre- 
dicts an orderly relationship between population discharges 
and the stimulus spectral features. 

In Fig. 3, C and D, spectrotemporal patterns of both the 
stimulus and the distributed neuronal responses are com- 
pared for a twitter call. This twitter call was vocalized by 

a male marmoset housed together with a familiar female 
marmoset in separate cages but away from other monkeys 
for a period of several weeks before a physiological mapping 
experiment. There are eight phrases in this twitter call, as 
shown by its spectrogram (Fig. 3 0). Each of these phrases 
consisted of an FM sweep that extended across a range of 
a few kHz in -30 ms (Fig. 3F). Note that the first FM 
sweep in the first call phrase began at -10.5 kHz, whereas 
later sweeps were initiated at lower frequencies. Population 
responses evoked by this twitter call were recorded from Al 
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of both the male and female marmosets. PSTHs of discharges 
recorded from all 100 sampled Al units in response to this 
call delivered at 60 dB SPL are aligned along the vertical 
axis according to each unit’s CF, to form a spectrotemporal 
firing pattern display (Fig. 3C). The gray level of the figure 
corresponds to the strength of the discharge rate at each 
histogram bin. The distribution of the CFs of units included 
in Fig. 3C is plotted in Fig. 3B, which shows that the fre- 
quency range across which the twitter call had significant 
energy was completely and densely covered by our neuronal 
response recordings in this (and other) experiment(s) . Units 
with CFs <4 kHz were not studied because there was little 
response to the twitter call played at 60 dB SPL in that CF 
range. 

Each call phrase is marked by discharges across Al by 
units with appropriate frequency tuning properties. For in- 
stance, the first phrase primarily evoked responses from units 
with CFs greater than -9 kHz, whereas the second phrase 
evoked responses from units with CFs greater than -5 kHz. 
Because most tuning curves were fairly broad at the intensity 
of the vocalization used to produce the responses shown in 
Fig. 3C, the spread of discharges as marked by unit CF was 
modestly wider than the range of spectral energy. 

Although many units with different CFs were activated 
by each call phrase, cortical discharges in these units were 
highly synchronized to each other, as indicated by the verti- 
cal alignment of discharges in Fig. 3C. This property is more 
clearly illustrated in Fig. 3, E and F, where an enlarged 
view of a single call phrase and the corresponding response 
patterns are shown. The FM sweep in this typical call phrase 
had two segments, one sweeping from -7 to -10 kHz and 
the second from - 10 to - 13 kHz. The timing of responses 
was restricted to a narrow window of - 10 ms and was 
largely independent of unit CF across a large neuronal popu- 
lation. Implications of this response synchrony for the over- 
all representation of this wide-band complex call are dis- 
cussed in the DISCUSSION. Notice that the majority of the 
responses were produced by the initial segment of the FM 
sweep. For units with CFs > 10 kHz, there was also a later 
and weaker response component, apparently evoked by the 
second FM segment. Cortical responses shown in Fig. 3, C 
and E, were recorded sequentially from a number of units. 
The fact that they were all synchronized to stimulus events 
implies that they were synchronized to each other as well, 
as verified by simultaneous recordings from pairs of cortical 
units in some of our experiments (data not shown). 

The response display in Fig. 3C emphasizes clusters of 
neural activities evoked by individual call phrases. Al neu- 
rons also discharged, although with a lower probability, at 
other times during the course of a twitter call. We document 
the synchronized discharges shown in Fig. 3C in a different 
form in Fig. 4. Figure 4 has the same horizontal and vertical 
axes and includes the same population of Al units as does 
Fig. 3C, but the responses of individual Al units in the form 
of histograms aligned along the vertical axis are now shown 
by dots rather than by gray level, so that weaker firing activi- 
ties between clusters of strong discharges are more evident. 
Each of the panels in Fig. 4 displays responses above a 
certain discharge rate threshold, i.e., only those histogram 
bins in which discharge rate exceeds the indicated threshold 
appear as dots. As the threshold becomes higher from Fig. 
4, A to E, fewer dots representing stronger responses remain 
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FIG. 4. Population responses shown in Fig. 3C are replotted in a differ- 

ent form. Abscissa and ordinate are the same as in Fig. 3C. The occurrences 
of discharges (accumulated in PSTHs with a binwidth of 2.0 ms) are marked 
by dots for individual bins. Each panel represents responses greater than a 
given driven discharge rate (total discharge rate minus spontaneous firing 
rate), i.e., only the bins that have the driven discharge rate above a display 
threshold (indicated above each panel) are marked. 

on the plot. As illustrated by Fig. 4A, the characteristic 
response features we see in Fig. 3C are ‘ ‘buried” in neuronal 
firings across the entire responding; populations and through- 
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FIG. 5. Example illustrating the relationship between 

temporal aspects of twitter calls and the responses of 
individual Al units. A and C: waveform and envelope, 
respectively, of a typical twitter call. B and D: corre- 
sponding magnitude spectra for A and C in the frequency 
range of O-50 Hz. B, inset: entire spectrum (O-24 kHz) 
of the twitter call. E: representative PSTH from a cortical 
unit (A499-774, CF 14.4 kHz) in response to the twitter 
call. F: magnitude spectrum (O-50 Hz) of the response 

Envelope in E. The spectrum of the envelope exhibits a local maxi- 
mum at -8 Hz, typical of the many twitter calls we 
recorded and reflecting the repetitive phrases in the call. 
The spectrum of the PSTH shown also had a local maxi- 
mum at -8 Hz. The frequencies corresponding to these 
2 local spectral maxima (D and F, 4) were defined as fV 
and the maximum response frequency (f,,,, ) , respectively 
(see METHODS). The stimulus itself does not exhibit a 
local maximum ;lt or near 8 Hz; its main energy is cen- 

tercd around 7-8 kHz (B, inset). fmax 

Response 

Time (set) Frequency (Hz) 

out the entire course of the call. The discharges between call 
phrases appear to be nearly random, whereas those occurring 
shortly after each phrase are fairly robust. This stability and 
strength of phrase-triggered discharges is evident in Fig. 4, 
B-E, where successively stronger responses are shown. The 
properties of these stimulus related firing patterns thus sug- 
gest specific integration models for neurons at higher cortical 
stages that read such outputs from Al. 

large components in the 7- to IO-kHz range (Fig. 5 B, inset). 
The spectrum of the stimulus envelope, on the other hand, 
had a local maximum (the largest spectral peak outside the 
dc region) in its spectrum at a frequency of -8Hz (Fig. 
5 D), reflecting the repetition rate of the phrases in the stimu- 
lus (Fig. 5A). The frequency at this maximum is the fV as 
definedin METHODS. 

Temporal characteristics of stimulus and response 

The data shown in Figs. 3 and 4 clearly demonstrate the 
correspondence between the acoustical structure of a vocal- 
ization and the discharge pattern of distributed populations 
of Al units. At the same time, the response patterns to twitter 
calls show that Al neurons did not follow the fine details 
of the stimulus waveform, but have their responses phase- 
locked to call phrases (and to each other). The time course 
of call phrases is best described by the envelope of a vocal- 
ization. The temporal characteristics of a twitter call and its 
corresponding cortical responses are analyzed in Fig. 5, in 
which the stimulus, its envelope, and the response of a typi- 
cal Al unit are compared. The Al unit shown responded 
strongly to each call phrase (Fig. 5E). This repetitive firing 
was reflected as a local maximum in the spectrum of the 
PSTH at -8 Hz, which was the largest spectral peak outside 
the 0 Hz (dc) region (Fig. 5 F) . The frequency at this local 
maximum was defined as the maximum response frequency 
(j&). The spectrum of the PSTH has no large components 
at >50 Hz. The spectrum of the stimulus itself does not 
show any significant energy at -8 Hz (Fig. 5 I?), but had 

The relationship betweenf,,, and CF of each unit is ana- 
lyzed in Fig. 6A for responses to a natural twitter call and 
several of its synthetic variations, all recorded in one marmo- 

set* fmax values were higher for the compressed call ( A) and 
lower for the expanded call ( 0) compared with those for the 
natural call, reflecting temporal alterations in these synthetic 
stimuli. The time-reversed call ( X ) resulted in fmax values 
similar to those of the natural call (0). Thus the discharges 
evoked by individual phrases in a reversed call had similar 
repetitive frequency as compared with the natural call, but 
the details of firing patterns evoked by these two calls are 
very different (see Fig. 7). Figure 6A also shows that fmax 
is not correlated with unit CF. fnax of the units sampled 
across a wide range of CFs scattered roughly evenly around 
its mean value (dashed line) in each stimulus condition. 
The mean fmax computed from cortical responses under each 
stimulus condition was found to be approximately equal to 
fV of the stimulus (Fig. 6B). This response-stimulus relation- 
ship applied to all units for which this analysis was con- 
ducted. To simplify our analysis, fV of each call stimulus 
was used to compute R, for all cortical units regardless of 
their CFs (see METHODS). The analysis in Fig. 6 illustrates 
that our parametric manipulation of a complex natural twitter 
call resulted in systematic changes in some temporal aspects 
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of discharge patterns in Al neurons. However, there are 
important differences in the responses evoked by natural and 
temporally altered calls, as described below. 

iVatural versus synthetic vocalizations 

One of the most important observations from the present 
study is that natural vocalizations and their temporally al- 
tered variations produced differential responses: a subset of 
units sampled in each marmoset responded more strongly 
and more coherently to a natural vocalization. Compound 
PSTHs from 14 such Al units in response to a natural twitter 
call and several of its synthetic variations are shown in Fig. 7 
for a representative marmoset. These cortical units exhibited 
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FIG. 6. A : &ax plotted on a logarithmic scale vs. unit CF for a group of 
cortical units (N = 35) recorded in 1 marmoset (M102) in response to a 
natural twitter call and several of its temporally altered variations. Dashed 
lines: mean values for 50%, natural, and 150% calls. Symbols are explained 
at right. B: mean jnax is computed from the same group of cortical units 
shown in A and plotted vs. fv for each vocalization stimulus, both on a 
logarithmic scale. The natural, 100% (control stimulus ) , and time-reversed 
calls have nearly identical mean%,,, values (7.59,7.64, and 7.69 Hz, respec- 
tively). Dashed line has a slope of 1 and passes through (0, 0) point. Mean 

f max and corresponding fv have approximately equal values. Symbols are 
explained at right. 
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FIG. 7. Examples of compound PSTHs generated by summing individ- 

ual PSTHs derived from 14 type S units recorded in 1 marmoset (M102) 
in response to a natural twitter call and to several temporally altered varia- 
tions of this call. The spectrograms of the vocalization stimuli that were 
used to derive the response histograms in A-D are shown in Fig. 2, A-D. 
Stimulus onset was at time 0. 

selective responses to the natural call. Their responses to a 
time-compressed (75%, Fig. 7A) and a time-expanded call 
(125%, Fig. 7C) were weaker than were responses to the 
natural call (Fig. 7B). The time-reversed call produced the 
poorest response (Fig. 70). Cortical responses to a synthetic 
control stimulus, i.e., a 100% twitter call synthesized without 
altering any spectral or temporal structure, did not show 
significant differences as compared with the responses to a 
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mate’s call. The differences between the natural and other altered calls are larger for R, measure than for spike count measure. 

natural twitter call (see Fig. 9). To quantify the relative 
strength of the evoked response for each stimulus condition, 
R, was computed for every cortical unit. 

Examples of quantified selective responses are given in 
Fig. 8A, in which R, is plotted as a function of the temporal 
alteration ratio. These R, functions reached a maximum for 
the natural call and had various magnitudes. Units that exhib- 
ited such selective R, functions had their CFs across the 
call’s spectrum. As will be seen later, these properties are 
important for the selective subpopulation in representing 
spectral information of a call. Examples of responses from 
units recorded in the same experiment that were not selective 
for the natural call are shown in Fig. 8B. The selective 
response defined on the basis of individual units can be 
found for more than one natural call. The averaged selective 
R, functions for two natural calls tested in a marmoset are 
shown in Fig. 8C. In this case, responses to a female’s own 
call and to the male companion’s call were recorded from 

the cortex of the female marmoset. Note that the two calls 
had different& values. One subpopulation of recorded units 
was found to be selective for the female’s call and a second 
subpopulation for the male’s call. 

R, is a measure of how closely in time the response of 
an Al unit follows call phrases. If a measure of total spike 
counts other than R, was used, the differences between re- 
sponses to natural and altered calls were equivalently great 
for time-compressed calls and less great for time-expanded 
calls (Fig. SD). This is because when the total number of 
spikes was counted during the stimulus period, discharges 
not closely associated with the ongoing stimulus activity 
were also included. Such nonsynchronized, nearly random 
discharges did not contribute to our R, measure. 

The CFs of our sampled units were within the frequency 
range subtended by call spectra. Two types of selective sub- 
population were analyzed. About 30% of the units studied 
in each animal were classified as “type S” for a particular 
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natural call, i.e., their R, to this natural call was greater than 
R, for all time-compressed, time-expanded, and reversed 
calls. A much higher percentage of the sampled units (75%) 
responded more strongly to natural calls than to reversed 
calls as measured by R,. These units were defined as “type 
F.” The means and standard deviations for the occurrences 
of these two types of units in all experiments are summarized 
in Fig. 9A. By definition, type S units were a subset of type 
F units. Because type S units were defined on a much more 
restricted condition than type F units, they were more sensi- 
tive to changes in temporal course of a twitter call. The 
statistics of relative R, magnitude in different stimulus condi- 
tions computed for the type S subpopulation are shown in 
Fig. 9B. As a temporally altered call was modified away 
from the natural call, R, declined systematically. The re- 
sponses evoked by control stimuli (100%) had nearly the 
same mean amplitude as the natural call. The comparison 
of response magnitudes between natural calls and their time- 
reversed variations in type F units is shown in Fig. 9C. Al 
units in this subpopulation responded to the reversed call at 
less than half-strength compared with their responses to the 
natural calls as measured by R,. 

The differences in the strength of R, produced by various 
stimuli as seen above on the basis of individual units re- 
sulted in different population responses. In Fig. 10 we ana- 
lyze Al responses to a natural call (left) as well as its 
reversed version (right) for two classes of units recorded 
in one experiment. Both the mean PSTH (top) and the 
population discharge pattern (bottom) are shown in Fig. 
10, A-F. Individual phrases in the natural call produced 
strong synchronous discharges in units across a wide range 
of CFs (Fig. 10A). The synchronous responses were con- 
tributed largely by type F units, indicated by a clearer pat- 
tern of synchronization in the population discharges and 
stronger responses to each call phrase in the mean PSTH 
(Fig. 10s). When this subpopulation was removed, the 
rest of the sampled units (i.e., type F-) showed only weak 
responses and relatively poor discharge synchronization to 
the natural call (Fig. 1OC). 

Population responses to time-reversed calls were generally 
much weaker and not well synchronized to call phrases, as 
illustrated by an example in Fig. IOD. If we separate the 
sampled units into type F and type F- , the mean response 
for type F- units was slightly stronger than were the re- 
sponses for type F units (Fig. 10, E and F). But even for 
type F- subpopulation whose members exhibited stronger 
responses for the time-reversed call on an individual basis, 
the population responses were not as well synchronized 
across frequency channels as were the responses to the natu- 
ral call in the type F subpopulation. Furthermore, the differ- 
ence in response between type F and F- units for the time- 
reversed call (Fig. 10, E and F) was far smaller than that 
for the natural call (Fig. 10, B and C), suggesting that the 
two types of units are not equivalent with respect to their 
relationships with the natural and reversed calls. That is, the 
responses of type F units are more “preferential” to the 
natural call than were the responses of type F- units to the 
reversed call. 

Different type S (or type F) subpopulations can be de- 
fined for different natural calls in each animal. The distri- 
bution of a selective subpopulation did not appear to be 
random. In Fig. 11 we compare the spectral distribution 
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using a temporal alteration ratio of 1.0. Normalized R, values are 50% 
(0.53 -c 0.02), 75% (0.62 t- 0.05), 100% (1.02 t O.lO), 125% (0.67 i 
0.04), and 150% (0.54 t 0.04). C: relative strength of R, in 2 stimulus 
conditions for type F units averaged from all experiments, normalized by 
R, for the natural call. Normalized R, values for time-reversed calls are 
0.37 2 0.07. 
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FIG. 10. Population responses to the natural twitter call of a conspecific monkey and its time-reversed version for several 
unit types. A total of 138 units recorded from this marmoset (M11.5) were included. In A-F, the top is the mean PSTH 
(binwidth = 2.0 ms) averaged over all sampled units, the bottom shows the population discharge patterns plotted in the 
same format as in Fig. 4 (display threshold, 200 spikes/s). Responses to the natural call are plotted at left, those to the time- 
reversed call at right. A and D : all units (N = 138 ) . B and E: type F units (N = 93 ) . C and F: type F- units (N = 45 ) . 
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Time (set) CF (kHz) Time (set) 

FIG. 11. Illustration of 2 partially overlapping type S subpopulations that were selective for a female monkey’s own call 
(M102) and the male companion’s call (M99). Spectrograms of the distinct twitter calls from these 2 monkeys are shown 
side by side. All the cortical units (N = 35) sampled in the female marmoset are marked by their CF values in the middle 
column ( q ), aligned with the frequency axes of the 2 spectrograms by dotted lines. These units were sampled in separate 
sites across Al. The type S subpopulation selective for the female monkey’s call (N = 9) is marked by their CFs at left 
(open circles) and the type S subpopulation selective for the male’s call (N = 14) is marked at right (open triangles). 

of two type S subpopulations recorded in one marmoset 
that were found to be selective for two twitter calls: a 
monkey’s own call and its colony companion’s call. Loca- 
tions of all units are marked in terms of their CFs in the 
middle of the figure (0). Units from the two type S sub- 
populations are marked by open circles and triangles, re- 
spectively. The selective units were clustered where the 
spectrum of a given call stimulus has high energy. Figure 
11 also serves to illustrate that subpopulations that are 
selective for different natural calls are partially overlap- 
ping in their distributions in Al, i.e., they share some but 
not all of their neuronal memberships with each other. 
Thus any given Al unit can belong to none, one, or more 
than one of such subpopulations. 

Spectral characteristics 

A twitter call was composed of several phrases. As illus- 
trated in Fig. 3C, Al units integrate stimulus energy within 
each call phrase while individually and collectively marking 
the timing of each phrase. To analyze the neuronal representa- 
tions of spectral features, comparisons between the stimulus 
spectrum and its evoked response must therefore be made 
within short but significant periods of time. In Fig. 12 we 
analyze the spectral representation of a segment of a natural 
twitter call. The magnitude spectrum of this first call phrase is 
plotted in Fig. 12A, which has a main peak at -8 kHz and a 
second peak near 16 kHz, corresponding to the two FM sweeps 

in this phrase. Driven discharge rates of all recorded Al units 
in response to this phrase of the twitter call are shown in Fig. 
12B (0). A rate-CF profile (solid line) was obtained by using 
a triangular weighting window that was 0.25 octaves wide at 
the base and moved in 0.125octave steps, and that included 
at least three units in each window (Sachs and Young 1979). 
This profile shows a large peak between 8 and 9 kHz and a 
smaller peak at - 16 kHz, signaling the corresponding spectral 
peaks of the two FM sweeps in the stimulus. 

We separated Al units into different types according to 
the response criteria for selectivity defined in METHODS. Fig- 
ure 12C shows the rate-CF profiles of all units (solid line) 
and type S units (solid line with 0). The rate-CF profile for 
type S units gives just as clear an indication of the main 
spectral peak as does the rate-CF profile for all units. There 
were few type S units in the CF range > 12 kHz. Figure 
120 compares rate-CF profiles for all units (solid line), 
type F units (solid line with a) and type FL units (0 - - 0). 
The rate-CF profile for type F units closely resembles that 
for all units, whereas the rate-CF profile for type FP units 
did not strongly mark the main spectral peak. The second 
FM sweep resulted in a clear peak in the type F profile, but 
not in the type F- profile. 

The same analysis applied to the first call phrase in Fig. 
12 was also applied to the second call phrase of the same 
twitter call, with the results shown in Fig. 13. Major spectral 
features were again reflected in rate-CF profiles of both type 
S and type F units (Fig. 13, C and O), but in this case were 
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FIG. 12. Comparison of short-term call spectrum and rate-CF profiles computed over a period of time that includes the 
1st call phrase. Data shown were obtained from 1 marmoset (kUl.5) in responses to its own twitter call. A : magnitude 
spectrum of the 1 st call phrase of the natural twitter call. B : driven discharge rates of responses plotted vs. unit CF for all 
sampled Al units (N = 140, 0). Solid line: rate-CF profile computed using a triangular weighting window whose base was 
0.25 octaves wide. The centers of adjacent windows were 0.125 octaves apart. Only averages that had 23 units in the 
window were included. C: rate-CF profiles are shown for all units (N = 140, solid line) and type S units (N = 37, solid 
line with l ) . D: rate-CF profiles are shown for all units (N = 140, solid line), type F units (N = 102, solid line with A), 
and type F- units (N = 38, 0 - - 0). 

only weakly indicated when all units were considered (Fig. 
13B) and were represented almost not at all by type F- 
units (Fig. 13 0). For this call phrase, both FM sweeps in 
the phrase evoked strong responses. 

To investigate the time course of the spectral representa- 
tion, we carried out the rate-CF profile analysis for all call 
phrases of the same natural twitter call analyzed in Figs. 12 
and 13. This call had nine phrases, whose spectra are shown 
in Fig. 14A, bottom to top (phrase l-9). The rate-CF pro- 
files for all units, type S units, and type F- units are shown 
in Fig. 14, B-D, respectively. The main spectral peak was 
at -8-9 kHz in phrase 1 and -7 kHz in phrase 2, and 
gradually decreased to -6 kHz in phrase 9. This trend was 
approximately represented by the rate-CF profiles of type S 
units (Fig. 14C) throughout the time course of this call ( - 1 
s long). However, when all recorded units were considered, 
only the first call phrase was clearly represented in the rate- 
CF profile (Fig. 14 B) . Rate-CF profiles based on type F- 
units revealed no consistent representation of spectral fea- 
tures across call phrases (Fig. 140). 

Taken together, the data shown in Figs. 12- 14 suggest 
that the critical information (i.e., spectral peaks and troughs) 
about the short-term spectrum of a complex natural vocaliza- 
tion is 1) preserved by the type S or type F subpopulation and 
2) not represented by the type F subpopulation. Moreover, 
although correlation was found between rate-CF profiles and 
a stimulus spectrum, there are also some striking differences. 
Although spectral peaks and troughs were clearly reflected 
in rate-CF profiles, details of the spectrum did not seem 
to be represented. Peaks in rate-CF profiles were generally 
sharper and narrower in width than corresponding spectral 
peaks in all but type F- subpopulations (Figs. 12- 14). 

Finally, what would happen to the spectral representation 
by distributed cortical responses if the same call phrase we 
analyzed in Fig. 12 was presented in the time-reversed ver- 
sion? This question is examined in Fig. 15. Note that the 
magnitude spectrum of the time-reversed call (Fig. 15A) is 
the same as that of the natural call, because the manipulation 
only changed the phase spectrum. The main spectral peak 
seems to be clearly marked in all rate-CF profiles, except 
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FIG. 13. Comparison of short-term call spectrum and rate-CF profiles for the 2nd call phrase of the same twitter call 
analyzed in Fig. 12. The display format is the same as in Fig. 12. 

by those of type S units (Fig. 15, C and 0). However, there been devoted largely to the neuronal responses of artificial 
is a distinct difference in Al’s representation of the natural sounds such as pure and modulated tones and noises, except 
and time-reversed versions of this call phrase: the main spec- in echolocating bats (see reviews by Aitkin 1990; Clarey et 
tral peak was equally reflected in rate-CF profiles of both al. 1992; Phillips et al. 1991) . Although progress has been 
type F and F- units for the time-reversed call (Fig. 15 D) , made in understanding how the auditory cortex processes 
whereas it was differentially represented when played in its these simple sounds, it is still unclear how behaviorally im- 
natural form (Fig. 12 0). This is consistent with our conclu- portant complex communication sounds that animals and 
sion from temporal firing patterns (e.g., Fig. 10) that these humans hear in daily life, such as species-specific vocaliza- 
two subpopulations, although symmetrically defined, do not tions and speech, are represented in the auditory cortex. The 
represent the natural and time-reversed versions of a call in complexity of natural sounds and of the auditory pathways 
a symmetrical way. Furthermore, it should be pointed out leading to the cortex makes it difficult to predict the cortical 
that the rate-CF profiles in Fig. 15 D are likely to be attenu- responses to complex natural sounds from responses to sim- 
ated more when passing through the next stage of cortical pler, artificial stimuli. Furthermore, cortical plasticity im- 
processing because the discharges on which they are based plies that cortical responses to sounds that do not bear any 
were temporally far less synchronized across frequency behavioral relevance to the animal under study will differ 
channels when compared with those produced by the natural from responses produced by behaviorally relevant sounds. 
version of the same call phrase (see Fig. 10). As the studies by Suga and colleagues on the mustached bat 

have clearly demonstrated (Suga 1988, 1990), the selection 

DISCUSSION 
of behaviorally relevant stimuli can be decisive in revealing 
the functional organization of the auditory cortex. 

Importance of using natural stimuli in cortical studies Simple stimuli provide opportunities to study basic corti- 
cal structure, such as spectral tuning characteristics (Heil et 

Electrophysiological studies of the auditory cortex of al. 1992b; Imig et al. 1977; Merzenich and Brugge 1973; 
mammals and primates during the past few decades have Merzenich et al. 1975; Schreiner and Mendelson 1990) and 
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FIG. 14. Analysis of spectral representation of individual call phrases in a natural twitter call (M11.5) that has 9 phrases. 
In each panel, the 1 st phrase is plotted as the bottom line, the last (9th) phrase as the top line. A : magnitude spectra of 
individual call phrases of the natural twitter call. One division on the ordinate represents 100 dB. Each successive spectrum 
is shifted vertically by 100 dB in the plot. B-D : rate-CF profiles for call phrases l-9 computed from all units (B, IV = 
140)) type S units (C, N = 37), and type F- units (D, N = 38)) respectively. Data were recorded from 1 marmoset in 
response to its own twitter call. One division on the ordinate represents 100 spikes/s. Each successive profile is shifted 
vertically by 100 spikes/s in the plots. 

amplitude modulation (AM) or FM selectivity (Heil et al. There are both conceptual and technical difficulties associ- 
1992a; Mendelson et al. 1993; Schreiner and Urbas 1988; ated with the use of natural stimuli. Nevertheless, with the 
Shamma et al. 1993a). Properly designed complex stimuli advance in digital signal processing techniques and in our 
such as vowellike ripple spectra (Calhoun and Schreiner improved understanding of the cortex in general, we are now 
1993; Shamma 1993b) or the synthetic vocalizations used in a much stronger position to attack the problem of cortical 
in this study could lead to a better understanding of the representations of communication sounds than were earlier 
functional structure of the cortex beyond that revealed by investigators (Newman and Wollberg 1973b; Winter and 
the use of tonal stimuli. However, by our view, behavioral Funkenstein 1973). The current study represents an effort 
relevance of a stimulus and prior behavioral experience of to study the problem of neural encoding of complex sounds 
an animal must be brought into consideration in cortical using a ‘ ‘top-down’ ’ approach, i.e., starting from natural 
studies as a rule. Using acoustically altered vocalizations as sounds and their systematically and parametrically manipu- 
comparisons, results of the present study provided evidence lated variations to less complex stimuli. Our long-range goal 
to support the notion that the behavioral experience plays is to study not only how Al responds to a complex natural 
an important role in shaping Al responses to natural vocal- sound as a whole, but also how it responds to various features 
izations. A direct verification of the notion needs to be con- of calls in the vocal repertoire of this species, and ultimately 
ducted in future studies in which the behavioral relevance to relate these properties to other basic properties of Al 
of a sound to the animal under study can be manipulated. neurons revealed using simpler stimuli. 
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dcscribcd in Fig. 12. The same analytic method and display format were used. Note that the magnitude spectrum of the 1 st 
call phrase in the time-reversed call (A ) is the same as that in the natural call (Fig. 12A) ; only the phase spectrum is 
different. 

Population versus single-cell representation 

Studies of other primate species have shown that Al is 
important for the perception of communication sounds 
(Heffner and Heffner 1986a,b). Assuming that this is also 
true for the common marmoset, the neuronal representations 
of its vocalizations in Al must reflect aspects of the neural 
processing required for intraspecies communication in this 
species. 

One of the main findings of the present study is a clear 
demonstration of a close correlation between the spectro- 
temporal acoustic pattern of a complex vocalization (in the 
form of spectrograms) and the spectrotemporal discharge 
patterns within distributed, engaged Al populations (Figs. 
3 and 4). In addition, we found that some Al neurons 
responded selectively to more than one of the tested twitter 
calls, which were highly overlapping in their spectra. These 
calls were recorded from the monkey under study and from 
its conspecifics. Our findings demonstrate that their repre- 
sentation is by a large number of neurons. Even a selective 
subpopulation comprises neurons distributed widely across 
the engaged Al sector. Representation is decidedly not by 

specialized call detector neurons at this cortical level. These 
results are in disagreement with the specialized neuron hy- 
pothesis firmly held by many investigators two decades 
ago, when researchers extensively studied the cortical rep- 
resentations of species-specific vocalizations in primates 
(Newman and Wollberg 1973a,b; Winter and Funkenstein 
1973; Wollberg and Newman 1972). Results of earlier 
studies also led others to later suggest population coding 
as an alternative (Creutzfeldt et al. 1980; Pelleg-Toiba and 
Wollberg 199 1) . One advantage of a population coding 
scheme is that it is capable of encoding stimuli with differ- 
ent features that are highly overlapping in afferent channels 
on the basis of the same pool of neurons. A second advan- 
tage is that the combination of population coding and tem- 
poral integration process recorded in this study will be 
highly tolerant to fluctuations of noises in this stimulus 
encoding machinery. 

Synchronization-based abstraction of complex 
vocalizations 

An important observation of the present study is that the 
spectrotemporal discharge pattern of A 1 neuronal popula- 
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tions evoked by this studied vocalization is not a replica of 
a call’s acoustic pattern, but rather an abstraction of it (Fig. 
3). This is in contradistinction to coding at the auditory 
periphery. At the level of the auditory nerve, time-varying 
spectral components like the FM sweeps in marmoset twitter 
calls produce firing patterns that follow such stimuli very 
faithfully (Carney and Geisler 1986; Delgutte and Kiang 
1984~; Miller and Sachs 1983). That is because auditory 
nerve fibers are able to encode fine temporal details of com- 
plex stimuli with high fidelity, i.e., their responses can be 
phase-locked to the carrier and envelope of a complex stimu- 
lus (e.g., squirrel monkey: Rose et al. 1967; rat: Moller 
1976; frog : Feng et al. 1991; cat: Joris and Yin 1992; Wang 
and Sachs 1993 ) . At the level of Al, this stimulus-following 
ability is. degraded, as also demonstrated by studies using 
tonal or AM stimuli ( see review by Langner 1992). It has 
been shown that the vast majority of Al neurons only follow 
modulation frequencies up to -30-40 Hz in adult cats (de 
Ribeaupierre et al. 1972; Schreiner and Urbas 1988) and 
monkeys (Fast1 et al. 1986; Muller-Preuss 1986). When a 
complex sound like a twitter call is presented, individual 
Al neurons only follow the stimulus envelope but not fine 
temporal details, because they are highly synchronized at a 
fixed time relative to each call phrase. That is, when the 
stimulated population of units is considered, Al neuronal 
responses are also synchronized to each other (Fig. 3). Thus 
distributed Al neurons have captured a stimulus feature, like 
an FM sweep, by responding synchronously across CF. 

The fact that modifications of the time course of the spec- 
tral components in a vocalization (e.g., time-compressed or 
expanded) produced changes in the output of Al neurons 
indicates that Al neurons integrate stimulus energy over 
significant periods of time before discharging. When the 
spectrotemporal characteristics of a stimulus varied within 
this interval, Al responses varied accordingly. This integra- 
tion interval, as judged by FM sweeps in the twitter calls, 
is on the order of 20-40 ms. One can also predict similar 
time constant from responses to AM sounds. Because thala- 
mic neurons can follow AM and FM stimuli at much faster 
rates than cortical neurons (Creutzfeldt et al. 1980; Langner 
1992; Schreiner and Langner 1988), much of this integration 
must take place in Al. The consequence of such firing pat- 
terns is that the spectrotemporal acoustic pattern of the vocal- 
ization is represented by the spectrotemporal discharge pat- 
tern of Al neurons with reduced temporal complexity. Fur- 
thermore, data presented in Figs. 12-14 indicate that Al 
represents the spectrum of a complex vocalization such as 
a natural twitter call with reduced spectral complexity. Thus 
the detailed representations of important features of complex 
sounds at the periphery appear to be converted into a more 
abstract, synchronization-based population code in cortical 
field Al. This population representation is presumably sub- 
ject to further complex integration and segregation at higher 
cortical levels, and is likely to progress to still more abstract 
forms. 

Interpretation of selective subpopulations 

By using temporally modified vocal stimuli, the existence 
of subpopulations of Al neurons that selectively responded 
to natural calls was documented in the present study. These 
selective subpopulations were defined solely on the basis of 

their temporal response properties. The fact that they were 
found to carry just as much or more information on the 
stimulus spectrum as that carried by all sampled units sug- 
gests that they are of functional importance in coding these 
complex sounds. We should point out that the definition of 
a ‘ ‘selective subpopulation’ ’ is criteria dependent. Thus the 
percentages of cortical neurons belonging to a particular 
selective population (e.g., type S or type F) are meaningful 
only in the context of how a selective subpopulation was 
defined. However, the important point is that there were 
preferential responses to a given natural call in some (a 
subpopulation) but not all responding Al neurons. These 
observations suggest the existence of (putative) stimulus- 
specific neuronal assemblies that encode individual natural 
sounds. Such cell assemblies are presumably formed in 
learning and maintained dynamically throughout the life of 
a monkey. Furthermore, our observations also showed that 
a subpopulation of Al neurons (type S or F) that is selective 
for one natural call 1) shares some of its neuronal members 
with subpopulations selective for other natural calls and 2) 
has neuronal members that are not selective for those calls. 
Thus each Al neuron may participate in encoding more than 
one natural call. 

It needs to be emphasized that natural vocalizations 
evoked responses not only in these selective subpopulations, 
but in other Al neurons as well. However, these selective 
neuronal assemblies carry more information about a particu- 
lar vocalization than do other nonselective Al neurons. 
Therefore, when a behaviorally relevant vocalization is pre- 
sented to a marmoset, it does not produce all-or-none re- 
sponses in individual Al neurons, but evokes responses in 
a subpopulation of Al cells that are stronger in magnitude 
and more coherent in temporal relationship than responses 
to other stimuli with similar spectral structures. 

The findings of the present study demonstrate that a natu- 
ral vocalization is represented differently in Al than other 
stimuli of equivalent complexity, as illustrated by responses 
to natural and time-reversed calls (Fig. 10). The differential 
responses could be due to two factors. First, the Hebbian- 
like plasticity mechanisms operating in A 1, principally 
through the strengthening of positive interconnections in the 
cortical network (Ahissar et al. 1992; Merzenich and Same- 
shima 1993; Recanzone et al. 1992b), may give rise to 
stronger and more coherent responses to a natural call that 
stimulates an animal’s auditory system in a behaviorally 
important way. Second, the difference in acoustic structure 
between a natural call and the synthetic ones may also con- 
tribute to the difference in their Al responses. However, the 
fact that the spectral features of a natural call are represented 
by type F but not by type F- units (Fig. 120), whereas the 
spectral features of a time-reversed call are equally repre- 
sented by both type F and type F- units (Fig. 15 D) , indi- 
cates that their differential representations in Al do not 
solely result from their acoustical differences. These two 
factors can not be completely sorted out on the basis of the 
results from the present study and need to be explored in 
future investigations. 

Nature of complex sound representation in Al 

Findings from the present study demonstrate that repre- 
sentation of a complex sound involves a large po pulation of 
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Al neurons. Our analysis of temporal and spectral character- 
istics of cortical responses to marmoset twitter calls suggests 
that the representation of a spectrally and temporally com- 
plex vocalization at Al is 1) temporally integrated, 2) spec- 
trally distributed, and 3) spatially dispersed and synchro- 
nized. As a result, these complex acoustic signals are mapped 
into distinct neural patterns that form a base for discrimina- 
tion and categorization by successive processing stages. 

The results presented in this report demonstrate a correla- 
tion between Al discharge patterns and the spectrotemporal 
features of a complex vocalization. They also raise an im- 
portant question: how can spectrotemporally highly overlap- 
ping twitter calls of different monkeys be discriminated on 
the basis of spectrotemporal firing patterns that are even more 
overlapping as a result of the reduction in temporal and spec- 
tral complexity? Behavioral studies conducted in the pygmy 
marmosets showed that they are able to distinguish calls from 
individual members by their idiosyncratic features (Snowdon 
and Cleveland 1980). It is important to point out that cortical 
units that form the spectrotemporal firing pattern bearing im- 
portant information on the stimulus are in fact spatially distri- 
buted across Al along both tonotopic and isofrequency axes. 
We suggest that the discrimination of spectrotemporally 
highly overlapping vocalizations is based on these distributed 
spatial firing patterns that are manifested by the call-selective 
cell assemblies. Subpopulations selectively responding to dif- 
ferent calls share some but not all of their neuronal members, 
and thus can form a basis of their discrimination to be read 
out by higher cortical stages. Therefore the Al representation 
of different stimuli does not have to be composed of isolated 
cortical zones, each of which corresponds to an individual 
stimulus, but rather it can consist of a collection of distributed 
cortical patches that may partially overlap each other. This 
may represent a general strategy of the cortex to convert 
temporal information (within neuronal integration periods) 
into spatial information as a requirement for recognizing com- 
plex sensory input patterns. Quantitative analyses of these 
spatial pattern representation characteristics will be considered 
in subsequent reports. 

The dramatic reduction in temporal resolution at Al as 
compared with the periphery also suggests that cortical pro- 
cessing of complex sounds operates on a “segment-by-seg- 
ment” basis rather than on a more or less “point-by-point” 
basis operating at the auditory nerve. With this slowdown 
of the incoming signal speed, some buffer time is available 
for complex integration and comparison at this level of the 
system. 

Implication of Al representational forms 

An important feature of Al representational forms for 
complex sounds illustrated by responses to marmoset vocal- 
izations is the reduction in temporal complexity. In other 
words, the temporal resolution of the discharges from Al 
units for a time-varying stimulus stream is limited by an 
integrative time constant. The representation of more rap- 
idly varying stimulus components thus has to be in a spatial 
form. On the other hand, Phillips and Hall ( 1990) have 
shown that the distribution of the standard deviation of the 
mean first spike latency of Al neurons is approximately 
equivalent to that of the auditory nerve fibers. This, together 
with results of the present study, suggests that Al neurons 

precisely mark the occurrence timing of an individual stimu- 
lus event while coding other temporal detail in a spatial 
form. Such a representational form has implications for pro- 
cessing complex sounds at later stages. For a higher cortical 
area to optimally read Al outputs, its integrative time con- 
stant should be equal to or greater than that of Al. Findings 
from studies using AM stimuli on different cortical areas 
support this hypothesis. Schreiner and Urbas ( 1988) showed 
that the mean best modulation frequency is much lower in 
several secondary cortical fields outside Al, an indication 
of longer integration time constant. These secondary fields 
were known to receive moderate to strong inputs from Al 
( see review by Winer 1992). 

The synchronization of discharges to a wideband stimulus 
provides a basis for the enhancement of stimulus-related 
firing patterns at higher processing stages. Synchronized dis- 
charges from spatially distributed neurons have a greater 
probability of passing through the next level of cortical pro- 
cessing when they are integrated. Because cortical fields 
projecting to and from Al generally have wider spectral 
tuning (Aitkin 1990), spatial integration is likely to take 
place when Al outputs are read into those fields. By such 
integration, noisy discharge backgrounds will be filtered and 
information-bearing discharges further enhanced. Because 
learning mechanisms in the cortex are coincident input based 
(Merzenich et al. 1993; Wang et al. 1994), synchronized Al 
outputs can profoundly engage downstream cortical learning 
mechanisms. 

Technical considerations 

Because our data were obtained from barbiturate-anesthe- 
tized animals, one may question the extent to which the 
spatiotemporal discharge patterns and selective responses we 
observed reflect neural representations of these vocalizations 
in the cortex of an awake marmoset. The spectral aspect of 
the spatiotemporal discharge patterns depends on the under- 
lying tonotopic organization in this cortical field. The evi- 
dence so far indicates that the orderly tonotopic organization 
found in Al of anesthetized primates (macaque: Merzenich 
and Brugge 1973; owl monkey: Imig et al. 1977; common 
marmoset: Aitkin et al. 1986) also exists in Al of awake 
mammals or primates (Brugge and Merzenich 1973; Pelleg- 
Toiba and Wollberg 1989). We believe that the spectral 
representation of the marmoset vocalization demonstrated in 
the present study should largely hold in the awake cortex. 
In the temporal domain, the frequencies at which responses 
of Al neurons can follow AM stimuli were found to be 
similar in anesthetized (Schreiner and Urbas 1988) and un- 
anesthetized (Creutzfeldt et al. 1980) animals, suggesting 
that the kind of temporal integration described here should 
take place in unanesthetized animals as well. In awake prepa- 
rations, the spontaneous firing of Al units is generally higher 
than that in anesthetized animals. Higher spontaneous activ- 
ity should not fundamentally alter the spatiotemporal repre- 
sentation of a complex vocalization, because the stimulus- 
triggered discharges are highly synchronized across fre- 
quency channels (Fig. 4) whereas the spontaneous dis- 
charges are not. Therefore a coherent image of a complex 
sound can still emerge from an elevated “noisy” back- 
ground. In addition, the R, measure we used is not affected 
by adding random spikes. The major aspects of spectral and 
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temporal representations of marmoset vocalizations de- 
scribed here are not likely to be fundamentally affected by 
a reduction in response magnitude typically caused by barbi- 
turate anesthesia (Erulkar et al. 1956; Goldstein et al. 1959; 

. Tees and Kiang 1964). However, the selectivity curve for 
a natural call (Fig. 8A) might be sharper in unanesthetized 
preparations. It remains to be seen in future investigations 
what roles the behavioral state of an animal, e.g., arousal 
and attention, will play in defining and shaping Al represen- 
tations of species-specific vocalization. 

The multiunit recordings used in this study, which enabled 
us to sample a large number of cortical sites over a limited 
period of time, should not effect the temporal aspect of the 
analysis because all spikes were recorded individually unless 
there was a considerable overlapping of spikes from different 
neurons. This was not very likely given the low spontaneous 
and driven discharge rates in these preparations. What could 
potentially be affected by the multiunit recording procedure 
is any analysis based on response magnitude such as driven 
discharge rate. This may explain relatively large scattering 
in data shown in Figs. 12, 13, and 15. However, because 
we sampled cortical units in a given experiment more or 
less in a random order, the recording procedure did not bias 
toward a particular frequency range and thus fluctuations 
in response magnitude caused by this method should be 
distributed fairly evenly among all studied units. We there- 
fore believe that the average rate-CF profiles shown in Figs. 
12- 15 do reflect the spectral characteristics of the Al repre- 
sentation. 

Relevance to previous studies 

A number of studies have investigated the responses of 
auditory cortical fields to species-specific vocalizations in 
primates (Glass and Wollberg 1979, 1983a,b; Manley and 
Muller-Preuss 1978; Newman and Wollberg 1973a,b; Pel- 
leg-Toiba and Wollberg 199 1; Steinschneider et al. 1982; 
Winter and Funkenstein 1973; Wollberg and Newman 
1972). Data from previous studies showed that although a 
large portion of cortical neurons was responsive to species- 
specific vocalizations, few could be described as call detec- 
tors, i. e., neurons responsive only to specific calls in a 
primate’s vocal repertoire ( see Aitkin 1990; Clarey et al. 
1992 for reviews). Findings of the present study are consis- 
tent with this view in that neurons in marmoset Al did not 
respond to complex, behaviorally important vocalizations in 
an all-or-none fashion (Fig. 8). Furthermore, we quantita- 
tively demonstrate that subpopulations of Al neurons exhib- 
ited preferential responses to particular vocalizations (Figs. 
8 and 9). 

Time-reversed natural vocalizations were also used in pre- 
vious investigations (Glass and Wollberg 1983a,b; Pelleg- 
Toiba and Wollberg 199 1) . In those studies, it was con- 
cluded that Al responses to reversed vocalizations were not 
significantly different from the response to natural vocaliza- 
tions, although only a very small percentage of neurons 
( -2%) was found to exhibit a “mirror image” in the tempo- 
ral structure of their discharges to the reversed calls (Pelleg- 
Toiba and Wollberg 1991) . This conclusion, however, was 
largely based on qualitative observations or spike counts 
over the period of an entire call. Through quantitative analy- 
sis, we found in the present study that cortical responses to 

natural and reversed vocalizations were significantly differ- 
ent if a stimulus-related, temporally based response measure 
such as R, was used (Fig. 9). 

Creutzfeldt et al. (1980) noticed in their study on Al of 
guinea pigs that, in comparison with thalamic responses, 
cortical responses exhibited loss of information on the fine 
structure of modulation in the vocalizations tested. The pres- 
ent study more comprehensively documented the reduction 
in temporal resolution in the spectrotemporal discharge pat- 
terns of many cortical neurons across frequency channels 
evoked by a behaviorally important vocalization (Fig. 3). 
We interpret this characteristic as being the consequence of 
temporal integration of afferent inputs by cortical neurons, 
and having implications for temporal-spatial transformation 
in stimulus encoding at Al. 

The property of Al neurons of seeming to follow the 
envelope of a portion of a complex vocalization was also 
observed by Pelleg-Toiba and Wollberg ( 199 1) , who called 
the phenomenon ‘ ‘peak tracking.’ ’ In this study we quantita- 
tively analyze the relationship between responses of an Al 
unit and the corresponding stimulus envelopes and are thus 
able to establish the quantitative correlation between the two 
(Fig. 6). 
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